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What is the risk of heart disease?

Machine Learning: Supervised Tasks

35 yr
240 mg/dL
Former
No
Moderate
115 mg/dL

Age
Cholesterol
Smoking
Family History
Exercise
Glucose

Input:

Output: 6 / 10 risk



Machine Learning: Text Generation

Source: ChatGPT



Machine Learning: Image Generation

“An underwater library filled with ancient books and jellyfish swimming around.”

Source: Microsoft Source: ChatGPT



Motivation

Machine learning works really well 
so let’s use it!

If we use ML to affect people’s lives 
in domains like law, healthcare, and 
finance, how can we justify ML 
decisions?



Machine Learning

𝒙

𝑥1
𝑥2
⋮

𝑥𝑛

𝑓(𝒙)

𝑓

Typically, 𝑓 is a 
neural network



Example: 

𝒙 𝑓(𝒙)𝑓

6/10 risk

35 yr
240 mg/dL
Former
No
Moderate
115 mg/dL

Age
Cholesterol
Smoking
Family History
Exercise
Glucose



Attribute the prediction to features

Explaining Predictions
Attribution value

{1, 𝟐, 4,5} {1,4,5} {𝟐, 3,6} {3,6}

5 3 7 6

⋯ ⋯

35 yr
240 mg/dL
*
No
Moderate
*

35 yr
*
*
No
Moderate
*

*
240 mg/dL
Former
*
*
115 mg/dL

*
*
Former
*
*
115 mg/dL

Cholesterol
35 yr
240 mg/dL
Former
No
Moderate
115 mg/dL

6𝑓

{1, 𝟐, 3,4,5,6}

𝑣 𝑆 ∪ 𝟐 − 𝑣(𝑆) 𝑣 𝑆 ∪ 𝟐 − 𝑣(𝑆)

“Since cholesterol is 240 mg/dL, the risk is 3 higher than baseline.”



Shapley Values

The Shapley value for feature 𝑖:

+ Based on axioms and studied by game theorists

+ The de facto explainable AI method (25k citations and 20k repos)

- Not necessarily the “right” answer (several limitations)

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆



Shapley Values

The Shapley value for feature 𝑖:

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆

𝜙𝑖 =
1

𝑛


𝑘=0

𝑛−1

Average over sets of size 𝑘

Average over all sizes 𝑘

1
𝑛−1

𝑘



𝑆⊆ 𝑛 ∖ 𝑖 : 𝑆 =𝑘

𝑣 𝑆 ∪ 𝑖 − 𝑣(𝑆)



Shapley Values

The Shapley value for feature 𝑖:

Question: How do we compute Shapley values?

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆



Shapley Values

The Shapley value for feature 𝑖:

When 𝑖 = 1 and 𝑛 = 4:

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆



Shapley Values

The Shapley value for feature 𝑖:

When 𝑖 = 1 and 𝑛 = 5:

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆



Shapley Values

The Shapley value for feature 𝑖:

When 𝑖 = 1 and 𝑛 = 6:

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆



Shapley Values

The Shapley value for feature 𝑖:

Challenge: There are 𝑂(2𝑛) terms!

Big Question: How do we efficiently compute Shapley values?

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆



Regression Formulation

≈

𝑨 𝒃

⋯

𝜷
Lemma [CGKR ‘88]: We can compute 
Shapley values from the solution to a special 
linear regression problem.

𝑆

𝑆



Kernel SHAP

≈

𝑨 𝜷

≈

෩𝑨 ෩𝒃𝜷

Sample only 
a few rows

𝒃



Beyond Kernel SHAP

Question: How should we sample points?

Ideally, we want:

 Good performance

 Theoretical guarantees



Leverage Scores

Challenge of Sampling: Which points preserve the line?



Leverage Scores

Challenge of Sampling: Which points preserve the line?

+ Without the high-leverage point, we find a very different line



Leverage Scores

Challenge of Sampling: Which points preserve the line?

+ With the high-leverage point, we find a close line



Leverage Scores

=

𝑨 𝑨𝜷

How useful 
is row 𝑆?

Row 𝑆 has “leverage”:

ℓ𝑆 = max
𝜷

𝑨𝜷 2
𝑆

||𝑨𝜷 ||2
2

𝜷

𝑆

If there is an 𝑨𝜷 like this, 
then row 𝑆 is “by itself”.



Leverage Scores

=

𝑨

=
1

𝑛
|𝑆|

Very similar to weighting in 
Shapley value definition!

𝑆

Row 𝑆 has “leverage”:

ℓ𝑆 = max
𝜷

𝑨𝜷 2
𝑆

||𝑨𝜷 ||2
2

𝑨𝜷𝜷



Shapley Values

The Shapley value for feature 𝑖:

𝜙𝑖 =
1

𝑛


𝑘=0

𝑛−1
1

𝑛−1
𝑘



𝑆⊆ 𝑛 ∖ 𝑖 : 𝑆 =𝑘

𝑣 𝑆 ∪ 𝑖 − 𝑣(𝑆)

Average over sets of size 𝑘

Average over all sizes 𝑘



Leverage SHAP

≈

𝑨 𝜷

≈

෩𝑨 ෩𝒃𝜷𝒃

Sample only a 
few rows with 
leverage scores



Leverage SHAP vs Kernel SHAP Sampling



Leverage SHAP Performance

ℓ2-error: ||𝝓 − ෩𝝓||𝟐
𝟐 = σ𝑖=1

𝑛 𝜙𝑖 − ෨𝜙𝑖
2



Leverage SHAP Guarantee

Lemma [MW ‘24]: Let 𝛾 =
||𝑨 𝝓−𝒃||2

2

||𝑨 𝝓||2
2  and 𝜖 > 0. With 𝑂 𝑛 log 𝑛 +

𝑛

𝜖
 samples and with 

probability 99/100, the Leverage SHAP solution ෩𝝓 satisfies

Intuition: We can accurately recover Shapley values, especially when the associated linear 
regression problem has a good solution

||෩𝝓 − 𝝓||2
2 ≤ 𝜖 𝛾||𝝓||2

2



My Work: Apply leverage scoresGoal: Attribute predictions to features

Explainable AI: Today

𝒙

𝑥1
𝑥2
⋮
𝑥𝑛

𝑓(𝒙)

𝑓

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆

≈ ≈

Approach: Use Shapley values

Challenge: 𝑂 2𝑛  terms

Result: Better Shapley approximation!



Game theory provides a rigorous foundation for explainable AI.

1. What is the “right” explanation technique?

2. How can we efficiently compute it?

Explainable AI: Future

𝜙𝑖 =
1

𝑛


𝑆⊆ 𝑛 ∖{𝑖}

𝑣 𝑆 ∪ 𝑖 − 𝑣 𝑆

𝑛−1
𝑆

𝒙

𝑥1
𝑥2
⋮
𝑥𝑛

𝑓(𝒙)

𝑓

Game Theory Explainable AI



Research Tools

Randomized algorithms
Leverage score sampling, locality sensitive hashing, doubly robust estimators

Classical optimization methods
Linear regression, linear programming, semidefinite programs

Deep optimization methods
Neural networks, graph neural networks, diffusion, transformers



Thank You

Please let me know if you have any questions, comments, and/or ideas 
for collaborations!

Email: rtealwitter@nyu.edu

Website: www.rtealwitter.com

mailto:rtealwitter@nyu.edu
http://www.rtealwitter.com/
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